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Lab is in 13 Pacific, from 1:00 - 2:30pm on Tuesdays.

A few last details from the raindrop problem from last week. If N ~ Pois(A), then
P{N = 0} = e~*. One can visualize the number of drops which intersect a point p as the
volume of the cone above p in zyr space. Let’s move on to some new examples.

Example: Let N ~ Pois(\), X ~ Binomial(V,p), and Y = N — X. Then we claim that
X and Y are independent, X ~ Pois()), and Y ~ Pois((1 — p)A). (Note that X and Y are
no longer independent if one conditions on N.) To prove this claim, we will compute the
joint probability generating function. If we can show that

E [CZXbY] _ eAp(afl)e)\(lfp)(bfl)

?

then the claim will be demonstrated. To do this, we use three different properties:

(1) E [UN} = Z %e"\u” = vl

(2) B [w¥|V] = i() PV R = (1= p + pu).

(3) E[f(X)] =E[E[f(X)|Y]]. This is known as the “tower property”.

First, we use (3) to condition on V;

E[aX0"] = E [oX0¥ ] = E {bNIE {(%)X \NH .

Next we use (2) to evaluate the inner expectation and (1) to evaluate the outer expectation;

E [bNIE {(%)X |NH —F {bN (1 —p+p%)N]
(60 1)

= exp(A((1 = p)(b—1) + p(a —1)).



So the claim is proved.

underline: Let {zy,...,2,} C T, where T = [0,1]? is the torus. Are they from a PPP
with constant intensity? (Constant intensity means mean measure proportional to Lebesgue
measure. )

To analyze this problem, we first need a general fact about PPP’s, conditional uniformity:
If N ~PPP(u) on X and {y1,...,ym} are points of N in A C X, then {yi,...,ym} are
independent, and distributed according to Y given N(A) = m, where

P{Y € dy} = ﬁu(dy)-

The idea here is to quantify “clusteriness”, or over/under dispersion. To do this, let
p: R>g — R be a decreasing function with lim, o p(r) = 0 and [, p(|z|)dz = 1. Let

B:Zp(\xj—xi|), and P:ZB-.
J#i i

This P measures “clusteriness” at scale p. Note that
P= [ pllx = s N(de)N(dy),
5

where S = {(z,y) € T? : x # y}. Suppose that the points are from a PPP(Adxdy). Let’s
compute E[P].

B(P) = [ plle ~ sV ()N ()]
where E[N (dx)N(dy)] is the expected pairs of points at = and at y. That is,

E[N(@o)N(dy)] _ . ) »
dl’dy - €rig}}tarrou;0 ’BG(I)PE[N(BE( ))N(Bﬁ(y))] A

if © #y. So
E[P] = / plla — y)Ndady = X,
S



